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DESCRIPTION:  
In today’s data-driven era, the reliability of machine learning models depends heavily on the quality 
of datasets. However, real-world data often suffer from missing or noisy values due to various fac-
tors like sensor errors, privacy concerns, and the high cost associated with data collection. There is 
significant interest in developing robust methods for completing matrices and, more recently, ten-
sors to address the missing data problem. The performance and correctness of these algorithms 

depend on assumptions regarding the properties of the matrices or tensors and the distribution of 
known elements within them. 

The project focuses on developing matrix and tensor completion methods to address these chal-
lenges with reference to NASK projects, particularly in network traffic reconstruction and medical 
image processing. Specific objectives include: 

 • Research on algorithms of compressed sensing, matrix completion, and tensor completion. 

 • Ensuring alignment with NASK activities. 

 • Addressing challenges in incomplete datasets in problems like network traffic reconstruction and 
medical image processing, or equivalent. 

 • Validating effectiveness through experimentation. 

The research methodology involves literature review, algorithm development, implementation, ex-
perimentation, and refinement. Expected outcomes include novel algorithms suitable for NASK pro-
jects, deepened theoretical understanding of the subject and dissemination through publications 
and presentations. 

REQUIREMENTS: 

• MSc degree in mathematics, computer science or a related field, 

• High programming skills in at least one of Python or Matlab 

• Advanced Level in English (speaking and writing). 
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