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DESCRIPTION: 
 
The rapid and widespread development of machine learning models for generating human speech 

presents a plethora of significant ethical and safety concerns for society. These models facilitate voice 

cloning and text-based speech generation or real-time voice conversion from one individual to an-

other, creating an utterance that becomes difficult for the human ear to distinguish from real speech. 

 

In response to this threat, a number of methods have been proposed to detect crafted voice samples.  

Many of these methods are based on deep learning models and frame this task as a binary classifica-

tion problem, which has shown extremely high performance. However, further work indicates that, 

the performance of these methods notably declines when evaluated across different datasets that were 

not considered during training. We face the challenge of increasing the robustness of these methods 

so that they can effectively detect new manipulations. 

 

The purpose of this study will be to explore the potential of generalizing synthetic speech detection 

methods to data obtained by different types of synthesis methods that were not used during the train-

ing phase. This aspect involves the investigation of the influence of the training process (training set 

selection, augmentation methods), network architecture, classification strategies and other aspects 

that can affect the reliability of the solution. 

 

The author will propose and test their own methods for detecting synthetic speech to prove the thesis 

that it is possible to detect synthetic speech (audio deepfake) using machine learning methods that 

incorporate biometric features. The author will also consider other modalities, including the analysis 

of text derived from speech (known as text to speech) with particular emphasis on sentiment analysis. 
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