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DESCRIPTION: 

The traditional approach to deep learning is to train once on a large amount of data. However, 

in many systems, the distribution of data changes over time, or new tasks, classes or objects 

appear. A simple attempt to adapt the model results in a strong forgetting phenomenon, i.e. a 

degraded ability of the model to solve previous tasks correctly. 

A simple solution would be to retrain the model on the original data with the addition of new 

data. However, this leads to excessive resource consumption. A more optimal solution is to use 

continual learning methods that retrain the model in a way that limits catastrophic forgetting.  

Current methods have been developed primarily in domains such as image processing. The 

area of continual learning in a multimodal setting, such as vision-text models, has not yet been 

widely explored. However, learning from an everchanging stream of multimodal data pose 

some unique challenges, i.e., misalignment between modalities when only one modality is 

changed and finetuned with a new data. Then, the catastrophic forgetting is expected in 

finetuned modality, however, the influence on the other modalities is not investigated.  

The recent advancements in Large Language Models (LLMs) and foundation models 

demonstrate impressive performance even in multimodal settings, such as information 

retrieval. These models are extensively large and trained on vast amounts of data collected 



from the Internet over many years. When evaluated using common benchmarks for single 

modalities, they show similar performance. However, recent models from OpenAI exhibit less 

robustness in retrieval tasks compared to the latest models from the OpenCLIP repository 

(more up-to-date models), highlighting their susceptibility to evolving data distributions over 

time and a need for update [10]. 

Another critical aspect of this research is sustainability and energy efficiency. Continuing the 

current trend of training ever-larger LLMs and foundation models from scratch demands 

increasingly significant financial investment in computational resources. This approach is 

neither sustainable nor efficient. Multimodal continual learning directly addresses this issue by 

enhancing knowledge retention and enabling constant knowledge accumulation. Instead of 

starting training from scratch, we can continually evolve the model, thus preventing 

performance degradation over time. 

The purpose of this study is to explore a more holistic approach to the multimodal continual 

learning, considering both the most promising methods for counteracting forgetting, as well as 

ways to counteract misalignment, and the possibility of using interpretive methods to reliably 

investigate the source of the problem and propose appropriate solutions.  

The candidate should propose and test new methods for detecting the phenomenon of 

misalignment for text-vision models in a continual learning setup. The candidate is expected 

to explore ways to increase the interpretability of the mechanisms that take place during the 

learning process in order to better identify the reasons for misalignment and finally propose an 

appropriate method to mitigate it. 
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