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Description: 
Plagiarism is a challenge in science because it violates ethics and intellectual integrity. Improving the 

efficiency of plagiarism detection contributes to protecting intellectual property rights, strengthens the 

quality of research, and promotes integrity among researchers. 

The scientific goal of the project is to develop plagiarism detection algorithms based on language models.  

Using language models using deep neural networks, specifically the Transformer architecture, is expected 

to improve the efficiency and accuracy of identifying text originality compared to algorithms that do not 

consider semantics. 

The essence of the Transformer architecture is to process sequences using the so-called attention 

mechanism. This allows the interpretation of sequence elements in multiple contexts composed of other 

elements occurring in different, including distant, parts of the input sequence, making it possible to 

recognize relationships and patterns in long data sequences. 
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