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Project Description

Traditionally, most of the research work in the field of machine learning concerns building solutions for the
processing of structured data, where each observation in a dataset is represented by a feature vector in some
multidimensional space. Nowadays, however, there is a growing interest, with the help of complex network
analysis, to extract a graph structure from the underlying binary relations that we can discover in the data.
A typical example is a group of social network users, where in addition to their individual characteristics,
we might have access to some relations describing how they interact with each other, e.g., who is a friend of
whom. The desire to use such graph structures to improve existing or come up with new machine learning
solutions has led to a rapid increase in the popularity of graph representation learning, which is now one of
the most popular topics in artificial intelligence [1].

The aim of this project is to advance the research in graph-based machine learning by developing new
tools for, amongst others:

• minimum spanning tree-based algorithms and their applicability for unsupervised learning [2, 3, 4],

• extraction of the underlying graph structure from structured data and the investigation of its properties
in connection with graph machine learning tools [5, 6],

• graph-based dimensionality reduction and clustering validation methods [7, 8].

It is also important to note that graph data is mostly sparse, which requires new approaches to the storing
and processing of such datasets.
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