
Neural networks for generation of graphs 

Supervisors 

dr hab. inż. Krzysztof Grochla, prof. IITiS PAN 

dr hab. inż. Paweł Wawrzyński, IDEAS NCBR  

Description   

A large class of problems can be formalized with graphs. In these problems entities (vertices) are 

connected with relationships (edges). Such structures naturally occur in chemistry (molecules), logistics 

(road networks), power control (energy grids), sociology (social networks) and economics (financial 

networks). Specific problems handled with graphs include optimization of a path between entities, 

entity classification, whole graph classification and others.  

The goal of this project is to design neural architectures whose goal is to generate graphs based on 

their functional requirements. These architectures could be applied to automatically synthesize 

structures in a variety of areas. Examples include generation of molecules compatible, in a specified 

sense, to given molecules, or generation of designs (e.g., hydraulic installations) complementary to 

given structures (e.g., architectural designs).  

There has been great progress in generative models in the field of machine learning in recent years. 

Examples include the transformer and the stable diffusion. There have been some approaches to graph 

synthesis such as GraphRNN [1], the graph transformer [2], or attempts to adjust the diffusion model 

to graphs [3,4]. All of the already existing approaches are limited to generating graphs similar to those 

present in the training set. However, graph synthesis based on functional requirements has not been 

explored sufficiently. The project is intended to fill this gap.  

Requirements  

 MSc degree in computer science or related field,  

 Good knowledge of deep learning, including practical experience with programming in 

Python and relevant libraries (PyTorch, TensorFlow, Keras)  

 Advanced skills in written and spoken English  

 Outstanding academic or professional achievements in computer science or mathematics  
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