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Project Description 

(220 words)  

Automatic video processing and understanding still poses a considerable challenge, caused not only 

by computational problems but also by complexity of the related tasks (e.g. object tracking). While 

many predictive models based purely on the image data have been developed, additional 

information in various forms may have a significant impact on improving their performance. Some 

research on the potential use of multimodal fusion has been already carried out [4, 5] and it has been 

demonstrated that multimodal models outperform their unimodal equivalents. 

This research project aims to implement hybrid object and event detection models trained on a 

dataset enriched with textual descriptions and compare results with standard image-based models 

such as Faster-RCNN [1], YOLO [2], or DETR [3]. Multiple data sources in object detection have 

already been used in self-driving cars [6], surveillance systems [7], or industrial applications [8]. The 

authors of these papers use different sensor data to train robust models. Although researchers have 

recognized the natural connection between text and video data during information processing [10, 

11], to the best of our knowledge, very little is known about the combination of textual descriptions 

and video data in object and event identification [9].  

The research will be conducted in collaboration with the NASK National Research Institute which will 

provide methodological support, data and computational resources. 
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