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DESCRIPTION:

Traditional information‐retrieval metrics such as MAP and nDCG fall short when applied to

generative retrieval systems, which output free‐form answers or directly generated document
identifiers.  These  outputs  must  be  assessed  not  only  for  topical  relevance  but  also  for

faithfulness, grounding, and hallucination. In parallel, the machine‐translation community has
pioneered  learned  evaluation  metrics  (e.g.,  COMET)  that  achieve  high  correlation  with

human  judgments  by  leveraging  multilingual  embeddings  and  explicit  reference‐source
comparisons.

This dissertation will:
 Survey and formalize the landscape of generative‐IR evaluation, identifying key gaps

in measuring factuality, grounding, and user‐centric utility.

 Extend and adapt a COMET‐style neural framework to the generative‐IR setting by
designing input representations that combine the user query, the model’s generated
response, and retrieved context passages or document identifiers.

 Collect  and  annotate  a  benchmark  dataset  of  generative‐IR  outputs  with  human
judgments on faithfulness,  relevance,  and utility,  enabling supervised training and
evaluation of learned metrics.

 Train and fine‐tune the adapted metric model on this dataset, exploring architectures
that integrate entailment modules, contextual embeddings from the retrieval corpus,
and explicit grounding signals.

 Evaluate  the  resulting  learned  metric  against  traditional  IR  measures  and

embedding‐based  proxies  on  standard  benchmarks  (e.g.,  TREC  Gen,  BEIR),
analyzing correlations with human annotations and conducting ablation  studies to
pinpoint the most informative features.



This work will  offer the comprehensive framework for ML‐driven evaluation of generative

retrieval, providing researchers and practitioners with reliable, high‐fidelity metrics that reflect
both the correctness and practical usefulness of generative IR outputs.

REQUIREMENTS:

• MSc degree in Computer Science, Information Retrieval, Computational Linguistics, or a 
related field

• Proficiency in Python and deep‐learning frameworks (e.g., PyTorch, TensorFlow)
• Experience with IR evaluation toolkits and annotation platforms

• Familiarity with LLMs, sequence‐to‐sequence architectures, and learned evaluation metrics
(e.g., COMET, BLEURT)
• Strong background in experimental design, statistics, and correlation analysis
• Advanced English skills (written and spoken)
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