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DESCRIPTION:

Introduction
The development of algorithms for generating visual content, such as Generative Adversarial
Networks  (GANs)[1] and  Stable  Diffusion  models[2],  combined  with  the  increasing
computational  power  of  consumer-grade  hardware,  has  led  to  the  emergence  of  highly
realistic  manipulated materials  and a  rapid  surge in  the  volume of  content  subjected to
advanced  manipulations.  Visual  and  video  materials  featuring  well-known  individuals  in
contexts crafted to provoke specific social or economic responses, such as false investment
or  medical  advertisements,  impersonation  of  authority  figures,  or  disinformative  political
speeches, are becoming particularly challenging.

As manipulated media becomes more prevalent online, detecting such manipulations is a
growing  concern  for  academic  institutions,  technology  companies,  and  public  sector
organizations. Despite ongoing efforts to develop effective detection systems, several key
research challenges remain. These include the lack of universal detection methods, difficulty
adapting  to  emerging generative  techniques,  and limited robustness against  obfuscation
strategies  such as  adversarial  noise.  The  development  of  generative  technologies  often
outpaces the advancement of detection solutions.

This research aims to conduct an in-depth analysis of synthetic visual content and develop
methods  for  detecting  manipulated  materials.  The  study  will  include  an  examination  of
generative techniques using data sourced from online platforms, as well as the identification
of  strategies  that  hinder  detection.  A  crucial  part  of  the  project  will  involve  building  a
representative experimental  dataset  encompassing a wide range of  generative methods,
including  both  controlled  examples  and  incidental  cases  and  developing  and  evaluating
practical detection tools.



SPECIFIC OBJECTIVES
A) Detectors – classification and evaluation of visual manipulations

 Analysis of deepfake generation techniques – conducting a review and taxonomy
of  current  visual  manipulation  methods  (FaceSwap  [3,4],  LipSync  [5,6],  diffusion-
based  algorithms  for  images  and  video  [7,8]),  as  well  as  identifying  their
characteristic artifacts and analyzing their impact on detection effectiveness. The
outcome  will  include  the  development  of  a  reference  dataset  for  research
purposes.

•  Comparison of classical deep learning methods for visual manipulation detection
–  evaluating  approaches  based  on  convolutional  neural  networks  (CNN)[9],
transformers[10], and their variants for detecting deepfakes at the image and video
level.  The  study  will  also  include  an  analysis  of  how  data  augmentation
techniques influence model generalization capability.

•  Development  of  evaluation  procedures and cross-domain  testing – designing
comprehensive  test  scenarios  across  various  domains  and  datasets  (public,
commercial,  and incidental  materials  from online  platforms) to enable realistic
performance comparison of detectors. The evaluation will include cross-dataset
testing, robustness assessment against unknown manipulation techniques, and
analysis  of  misclassification  cases,  including their  causes (e.g.,  quality-related
artifacts, false positives/negatives). The goal is to identify the generalization and
transferability limitations of detection models.

•  Development  of  a  multi-class  detector  for  synthetic  content  –  enabling  the
classification of manipulation types based on their disinformation potential. The
detector will  operate on multiple levels of detail  and incorporate both low-level
features (artifacts) and high-level semantic cues (manipulation type). The model
could  be  implemented  in  two  complementary  variants:  a  universal,  identity-
independent detector, applicable across a broad spectrum of synthetic content,
and a specialized, targeted version, tailored to specific individuals combining a
biometric approach.

•  Evaluation  and  advancement  of  deep  learning-based  detection  methods  –
comparing the effectiveness of traditional CNN-based approaches, transformers,
and multimodal vision-language models in detecting synthetic and manipulated
content.  The  study  will  include  analysis  of  the  impact  of  selected  data
augmentation  strategies  on  model  generalization,  including  controlled  face
occlusion and other masking techniques.

B) Application of VLLM – Vision Language Large Models[11]

 Application of VLLMs to synthetic content analysis – experimental use of VLLMs
to support manipulation detection at the semantic level. The research will explore
the capabilities of VLLMs in detecting synthetic content, automatically generating
descriptions  of  image and video content  (what  is  visible,  what  is  happening),



identifying  inconsistencies  and visual  artifacts  (e.g.,  distortions,  regional  blurs,
characteristic  anomalies),  and  evaluating  the  material  in  terms  of  applied
manipulation techniques.

 Preparation of a training and evaluation dataset for VLLMs – development of a
dataset that combines visual components (images/videos) with human-generated
semantic  descriptions,  including  detailed  annotations  of  visible  elements,
indication of potential manipulations and their features, and commentary intended
for use in explainability processes (XAI[12]).

 Research  on VLLM integration  in  deepfake detection  systems and human–AI
interaction – the study will focus on evaluating how vision-language models can
support end users (e.g., analysts, moderators) by generating explanations and
summaries that aid in assessing the authenticity of visual content.

C) Perturbations – robustness to noise and artifacts
 Analysis of the impact of perturbations such as noise, compression artifacts, and

partial face occlusion on the effectiveness of manipulated visual content detection
systems.  The  study  will  focus  on  the  vulnerability  of  preprocessing  modules,
especially face detection, as these are critical components in most processing
pipelines. The goal is to identify algorithmic biases and explore opportunities to
improve the robustness of  detection  systems through:  training  with  noisy  and
perturbed data, investigating the potential  use of denoising modules based on
UNet, GAN, and diffusion architectures, as well as creating a synthetic dataset for
systematic robustness testing and designing appropriate evaluation schemes.

REQUIREMENTS:
 MSc degree in computer science
 Strong  programming  skills  in  Python,  with  experience  in  machine  learning

frameworks
 Experience in knowledge engineering
 Familiarity with current research in generative AI and computer vision techniques
 Knowledge of generative models (e.g., GANs, diffusion models) and multimedia

manipulation methods
 Understanding of deep learning architectures for computer vision (e.g.,  CNNs,

transformers)
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