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Large Language Models (LLMs) and, more generally, generative AI are rapidly changing the 
landscape of online fraud attempts. Less than 60 seconds of voice samples is enough to 
train the model to perfectly mimic the tone of voice and style of speaking of any person. 
Deepfakes are hard to distinguish from real shots even for experts. These technologies, 
combined with the automatic collection of personal data, cognitive digital twins, and 
persuasive text generation, create a powerful tool for malicious actors to launch personalized
fraud attempts. Decreasing costs will enable the organization of spear attacks at scale for 
pennies. Elderly people, people with mild cognitive impairment, low digital competencies, and
children will be particularly at risk. Researchers, and NASK in particular, as a national-level 
Computer Emergency Response Team, are obliged to take the lead in preparing an 
adequate answer.

Recent studies focus on automatic threat detection with the aid of AI models or designing 
user interfaces that help minimize cognitive errors. Both approaches are promising but are 
still at an early stage or prone to a cat-and-mouse game. Moreover, new methods are 
needed to address opportunities and challenges brought by novel intermediaries such as 
AR//VR, AI assistants, robots, and, in the near future, brain-computer interfaces. 

This PhD research focuses on developing and testing novel tools, procedures, and methods 
for protecting vulnerable individuals against targeted online fraud attempts. The research 
question includes, among others, automatically identifying and scoring vulnerable individuals,
leveraging cognitive mechanisms and heuristics for protecting users, application of state-of-
the-art AI solutions for counteracting state-of-the-art GenAI-driven attacks, and developing 
and implementing a trustworthy-by-design approach.

The outcomes of this research are intended to have not only a theoretical but also a strong 
practical impact and are meant to be truly interdisciplinary, combining computer science, 



cognitive science, and psychology. Extensive use of unique data on human behavior and 
real events, as well as conducting experiments, is planned.

REQUIREMENTS:

• MSc degree in Psychology, Cognitive studies, Computer Science, Artificial 
Intelligence, or a related field,

• At least basic programming skills (Python preferred),
• Experience with UX/UI studies and qualitative/quantitative research, 
• Knowledge of current research on UX/UI, cognitive biases, and cybersecurity, 
• Good practical knowledge of current GenAI tools, 
• Advanced level of English (spoken and written);
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