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DESCRIPTION:

The proposed PhD research focuses on segment-level detection of partially synthesized
audio deepfakes, with an emphasis on interpreting model decisions. Audio deepfakes –
synthetic or manipulated voice recordings – are becoming increasingly realistic and widely
accessible due to advances in neural speech synthesis. These technologies, while promising
for  accessibility  and content  creation,  also  raise  significant  ethical  and safety  concerns,
including impersonation attacks, misinformation campaigns, voice spoofing, and violations of
privacy and consent [1].

Most  existing  research  targets  the  detection  of  fully  synthesized  utterances;  however,
partially manipulated audio, in which only short segments are altered – e.g., a few words
replaced within otherwise authentic speech – poses a more nuanced and difficult problem
[2], [3]. A subtle change such as altering “You owe me five hundred dollars” to “I owe you
five  hundred  dollars”  can  entirely  reverse  the  meaning  of  a  sentence  [4],  and  such
manipulations may evade detection by current systems. This research aims to address that
gap by  advancing  detection  techniques  for  these nuanced cases and providing  tools  to
safeguard against such attacks.

In parallel, it is essential to examine the  internal representations and learned features
that guide model decisions across different architectures, including convolutional, recurrent,
and transformer-based networks. A focus on explainability can provide valuable insight into
these mechanisms.  Techniques like  Layer-Wise Relevance Propagation (LRP) [5]  and
SHAP  (SHapley  Additive  exPlanations) [6]  are  promising  tools  for  revealing  whether
specific acoustic cues (e.g., artifacts, prosody, or irregular speech rate) are systematically
responsible for detection triggers.
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Another key research direction involves studying the robustness of detection methods to
real-world distortions such as lossy compression,  downsampling,  background noise,  or
reverberation – factors that significantly affect performance in practical  scenarios [2],  [7].
Understanding  how these operations alter  both the input  signal  and model  explanations
could lead to more resilient designs. Furthermore, it is important to investigate the impact of
other potential sources of bias, such as language, speaker gender, or accent, which may
also influence detection outcomes and model behaviour.

Recent advancements in audio deepfake detection highlight the effectiveness of  RawNet-
based architectures,  which  process raw audio  waveforms to  capture  intricate  temporal
features. Architectures such as AASIST further enhance detection by integrating both time
and frequency domain information through spectro-temporal graph attention networks [8].
Additionally,  incorporating  features from large-scale  pre-trained models  like  Whisper  has
been shown to improve generalization and detection performance [9].  The proposal  also
considers  the  potential  of  incorporating  advanced  speech  processing  techniques,
including speaker diarization [10], and deep clustering for source separation [11], especially
in complex acoustic environments.

Recent advancements in audio deepfake detection highlight the effectiveness of  RawNet-
based architectures, which operate directly on raw audio waveforms to capture intricate
temporal features. Architectures such as AASIST further improve detection performance by
integrating information from both the time and frequency domains using spectro-temporal
graph  attention  networks  [8].  Moreover,  leveraging  features  from large-scale  pre-trained
models  like  Whisper has  been  shown  to  enhance  generalization  and  overall  detection
accuracy [9]. This proposal also explores the potential of  advanced speech processing
techniques – such as speaker diarization [10] and deep clustering for source separation
[11], particularly in challenging acoustic environments.

Overall, the research aims to contribute toward more granular, interpretable, and robust
detection  of  audio  manipulations,  with  implications  for  forensics,  security,  and  media
authentication.

REQUIREMENTS:
● MSc degree in computer science, mathematics or a related field
● Programming skills (preferably in Python)
● Experience with knowledge engineering
● Knowledge about current research on automatic speaker verification (ASV)
● Advanced Level in English (speaking and writing)
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